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Abstract. A broad marketing strategy in the banking and financial services industry to serve 
business, investment, and banking companies has the opportunity to carry out promotions and 
marketing strategies efficiently with the help of technology. Customer identity that provides a 
promotional response to a product is an important part of marketing. Data mining can provide 
solutions to these problems. With the method used in completing direct marketing, there are still 
data features that have little effect on performance in direct marketing so it provides a low level 
of accuracy to increase the level of performance is done by reducing several features that do not 
affect direct marketing by using add information gain on the KNN algorithm to get good 
performance. The first step is to model with the KNN algorithm in a limited way using 5-fold cross-
validation to produce the best K value, namely K = 9 with an accuracy of 89.72%, 98% recall, and 
91% precision. The addition of information gain to the KNN algorithm at K=9 using 5-fold-cross-
validation produces an accuracy value of 90.49%, a recall of 97 %, and 92% precision so that the 
addition of information gain to the KNN algorithm can increase the accuracy value and provide 
an increase in the proportion of precision. 
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1. INTRODUCTION 
Business, investment, and banking businesses have the chance to efficiently 

implement promotional and marketing plans in the financial services and banking 
industries by using technology. These issues can be solved via data mining. The 
relational database can be used to store data. Data mining may be used to boost targets 
when choosing potential clients and is highly successful for marketing. The act of 
gathering, purifying, processing, analyzing, and concluding data is known as data 
mining (Aggarwal 2015; Koumétio and Toulni 2021; Moro, Cortez, and Rita 2014).. 

Telemarketing has already been the subject of studies. In this experiment, 
Koumetio & Hamza Touln enhance the KNN model for direct marketing in smart cities 
(Koumétio & Toulni 2021). In their study, Kim K.H., Lee C.S., Jo. S.M., and Cho. S.B. 
used direct marketing datasets to predict the success of banking telemarketing (Kim, 
Lee, and Jo 2015). Cortez, P., Rita, and Moro, Research on applying the NN algorithm 
to predict telemarketing success based on data (Moro, Cortez, and Rita 2014). Zeinulla, 
Bekbayeva, and Yazici's research on the same dataset as other studies compared 
classification models that use the KNN, LR, ANN, NB, and SVM algorithms to predict 
bank telemarketing (Zeinulla, Bekbayeva, and Yazici, 2018). An approach to data 
modeling for classification problems in banking telemarketing predictions using ANN, 
SVM, NB, DT, and LR algorithms was developed by Tekouabou, S.C.K., Cherif, W., 

mailto:1anggun.pambudi@gmail.com
mailto:ARIEF22208@gmail.com
mailto:1anggun.pambudi@gmail.com


The Third  International Conference  

on Innovations in Social Sciences Education and Engineering (ICoISSEE)-3 

Bandung, Indonesia, July 08th, 2023 
 

and Silken, H. using direct marketing dataset from Portuguese banking institutions. The 
research focused on optimizing predictions on telemarketing target telephones with 
classification techniques using NB, DT, ANN, and SVM algorithms by combining with 
normalization.In 2019, Koumetio, Cherif, and Hassan. 

Data aspects still have little effect on direct marketing achievement, which has 
resulted in a low degree of accuracy despite the wide range of approaches employed 
in past studies to complete direct marketing. Quality prospect data, an understanding 
of consumer behavior, and the application of machine learning to identify prospects with 
a better likelihood of becoming clients are the key criteria in direct marketing.A 2019 
study by Teouabou, Cherif, and Silkan. The features of the input data, such as bank 
customer information, which includes numerous aspects, are one of the primary 
elements that influence prediction performance. When the details of the data are not as 
important, the degree of prediction performance declines.A 2019 study by Teouabou, 
Cherif, and Silkan. 

The goal of this investigation is to use information gain to reduce the number of 
unnecessary characteristics, which will improve the performance of the KNN algorithm 
in direct marketing. Due to the availability of several pointless characteristics, the KNN 
method had previously performed less accurately than other algorithms like Random 
Forest, NN, and ANN. By utilizing information gain, the research intends to improve the 
efficiency of the KNN algorithm by lowering the number of pointless features. This will 
be performed by restricted modeling using the KNN method, which will be assessed 
and enhanced to get the ideal K value. The KNN algorithm will then be enhanced using 
information gain, and its performance will be evaluated using k-fold cross-validation. 
The increased KNN algorithm's performance will be assessed in the study together with 
that of other direct marketing algorithms including Random Forest, NN, and ANN. The 
research's overall goal is to address the problem of the KNN algorithm's reduced 
accuracy caused by unimportant features and to offer a more effective and efficient way 
for direct marketing that uses the KNN algorithm with information gain. 

In order to improve the precision of findings, Information Gain is applied to 
eliminate features that have no impact on direct marketing. It is helpful to know that the 
approach is superior to the current ways by comparing the accuracy results between 
KNN and Information Gain.(Tekouabou, Cherif, and Silkan 2019) 
 

2. LITERATURE REVIEW 
2.1 Related Research 

The effectiveness of the algorithm is assessed by ROC (Receiving Operator 

Characteristic) and curve analysis CAP (Cumulative Analysis Profile), the accuracy of 

the algorithm, and the scalability of the algorithm. Several related studies have been 

conducted in the past, such as those conducted by Elzan Zeinulla, Karina Bekbayeva, 

and Adnan Yazici, 2018, which discuss evaluating several types of classification 

models for predicting bank telemarketing campaigns where customers are likely to 

subscribe to deposits. According to Zeinulla, Bebayeva, and Yazici (2018), the Random 

Forest algorithm generated the greatest accuracy in their study (90.88%), with a 

percentage of 50% positive observation (CAP Curve) of 95.83%. Research conducted 

by Moro. S, Cortez. P, and Rita P, 2014 on data-based approach research to predict 

success in telemarketing with the best performance at AUC 0.8 and ALIFT 0.67 for the 

NN algorithm (Moro, Cortez, and Rita 2014). 

The upgraded KNN model is used to optimize predictions on telemarketing 

telephone targets for banking time deposit products in smart cities, according to 

research by Stephane Cedric Tekouabou Koumetio and Hamza Toulni published in 

2021. By choosing important qualities and normalizing them, simple algorithms with 

increased data processing capabilities may be used to improve performance and 

accelerate the research process. For f-measures, the performance outcomes of the 

suggested technique have improved by an average of more than 96.91% while 
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processing time has decreased (Koumétio and Toulni, 2021). In his study using the 

direct marketing dataset for memories of success in banking telemarketing using a deep 

convolutional neural network, Kim K.H., Lee C.S., Jo. S.M., and Cho. S.B. produced an 

accuracy value of 76.70% compared to other algorithms (Kim, Lee, and Jo 2015). To 

choose the algorithm with the best performance, Saputra. E. P. conducted research in 

2017 that forecasts the success of bank telemarketing. According to performance data 

of the suggested strategy, the best accuracy is 91.80% (Saputra 2017). The proposed 

approach by combining classification algorithms with data normalization can perform 

well in f-measures and reach 60.12% of customers (Ismail Fawaz et al. 2019), and 

research in 2019, with the same dataset discussing approaches to data mode, shows 

that the proposed methodology by combining classification algorithms with data 

normalization can perform well in f-measures and reach 60.12% of customers. 

(Tekouabou, Cherif, and Silkan 2019) Highest accuracy and F-measure of 100% with 

DT without normalization. 

Enhancing the KNN algorithm's capacity for direct marketing feature optimization 

would result in substantial and more accurate performance when categorizing target 

clients for bank telemarketing. Therefore, researchers will enhance the KNN algorithm's 

performance by incorporating information gain into the algorithm, which aims to obtain 

the best accuracy and can be used as a recommendation to banking staff so that they 

can quickly identify suitable potential customers for time deposit products, can improve 

performance businesses, and can lower marketing operational costs. 

 

2.2 Data Mining 

Finding useful information from a set of data is known as data mining. According 

to P. Sundari and K. Thangadurai (2010), data mining is the process of obtaining 

previously undiscovered facts or information from vast volumes of usable data. 

According to Zhang et al. (2015), data mining is a broad term for a difficult and disjointed 

research process that uses an algorithmic model to search for undiscovered important 

information. Below is a description of data mining's fundamental procedure: 

 
Gambar  2.1 Alur Proses Dasar Pada Data Mining 

2.3 Normalization 

In data mining, normalization is the first step. Data is obtained by using different 

numbers, such as doubles and integers. Data can be standardized with desired values 

throughout the normalization process (Z. Han et al. 2017). The following method might 

be used to calculate normalized values for all characteristics with a range between 0 

and 1: 

𝑧 =  
𝑀𝑎𝑥 𝑣𝑖 − 𝑣𝑖

Max 𝑣𝑖 − Min 𝑣𝑖
 

The value of 𝑣𝑖 is the actual value of attribute i, and the maximum and minimum 

are taken for all examples of the training set. 
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2.4 KNN Algorithm 

When estimating and predicting a model or approach from supervised learning 

(Punjabi and Prajapati 2018; Puspadini 2020; Syadzali, Suryono, and Endro Suseno 

2020) or a non-parametric method for classification that surrounds it, the KNN algorithm 

is utilized. and the separation between the two points for the ideal k value, where k is 

the number of training samples that are closest to one another (Zeinulla, Bebayeva, 

and Yazici, 2018). 

KNN uses the calculation method with the shortest distance using Euclidean with 

the equation formula and the following steps: 

a. Determining K Parameter Values 
b. Calculating Euclidean Distance 

𝐷(𝑋, 𝑌) = √∑(𝑋𝑖 − 𝑌𝑖)2

𝑛

𝑖=1

 

Note: Matrix D(X,Y) is the distance between the two vectors X and Y. X is 
sample data and Y is test data.  

c. Sort the distance results and determine the nearest neighbors 
d. Using the simple majority of the nearest neighbor class as the prediction value of 

the temporary new data to find the predicted value of k-NN is calculated by the 
equation:  

𝑌 =
1

𝐾
∑ 𝒚𝒊

𝑲

𝒊=𝟏

 

2.5 Information Gain 

The first step in the Information Gain process is to find the Entropy value shown in 
the equation: 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) =  ∑ −

𝑐

𝑖

𝑃𝑖  𝐿𝑜𝑔 2𝑃𝑖𝑛
  

Note : 

𝑐  : accumulated grades from the classification class 

𝑃𝑖 : accumulation of samples from the class 𝑖. 
Then after the value 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 is obtained, the Information Gain calculation process 

can be carried out with the following formula: 

𝐺𝑎𝑖𝑛(𝑆, 𝐴) =  𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) − ∑
|𝑆𝑝|

|𝑆|𝑛
𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆𝑝) 

 

𝑣𝑎𝑙𝑢𝑒𝑠(𝐴)
 

Note : 

Gain(S, A) : Value Gain from attribute 

A : Attribute 

V : the total value of attribute A 

(𝐴) : possible values of set 𝐴 

𝑆𝑣 : Number of sample values from 𝑣 

𝑆 : The total number of data samples 

Entropy (Sv) : 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 value sample 𝑣 
 

2.6 Model Validation and Evaluation 

In evaluating the performance accuracy of the classification model using the 

confusion matrix. Testing on the classification model is expected to run by providing 

performance with a good level of accuracy and producing the smallest error value. 

Confusion Matrix in table 2.1. 
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Table 2.1 Confusion Matrix for Two Classes 

 Kelas Prediksi 

True Class Positif Negatif Total 

Positif TP=True Postive FN=False Negative P 

Negatif FP=False Postive TN=True Negative N 

Total p’ n’ N 
 

There are 4 additional terms which are "building blocks" to calculate the number of 

calculations in the evaluation (J. Han, Kamber, and Pei 2012). 

a. True Positive (TP) : Refers to a correctly labeled positive tuple. TP is the number 

of True Positives. 

b. True Negative (TN) : Negative tuples that are correctly labeled during classification. 

TN is the number of True Negative.  

c. False Positive (FP) : Negative tuples that are incorrectly labeled as positive. FP is 

the number of False Negatives.  

d. False Negative (FN) : Positive tuples that are incorrectly labeled as negative. FN 

is the number of False Negatives. 

The analysis of classes using a confusion matrix to find tuples from class 
differences. When the classification makes accurate predictions, TP and TN convey 
information, whereas FP and FN do the same when the classification makes inaccurate 
predictions (ALPAYDIN 2014; Wang et al. 2014). 

The Confusion Matrix, measurement metrics are made to obtain accuracy values 
with the formula (P. Sundari and K. Thangadurai 2010; Wang et al. 2014; Zhang et al. 
2015): 

 𝑎𝑘𝑢𝑟𝑎𝑠𝑖 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
  

There are also effective measurement methods in the classification process : 

a. Precision 
Precision is the degree of accuracy at what percentage of tuples that have 

been labeled positive classifications which are actually positive. 

 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
 

b. Recall 
Recall is the percent completeness of positive tuples that have been classified 

with positive labels.  

 𝑟𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
  

 

3. METHODOLOGY 
Secondary data, or actual data that is already present in the UCI repository, 

served in the present study. The collection of information was collected from 
Portuguese financial institutions between 2008 and 2013. This dataset focuses 
on Portuguese direct marketing to financial institutions. Calls are the basis of 
this marketing. To determine if the consumer would accept the product and 
subscribe or not, more than one interaction with the client must take place. 4,521 
records with 16 regular qualities and 1 label are present. 
 

Tabel 3.1 Detail Dataset Bank Telemarketing 

No Nama Atribut Keterangan Tipe 

1 Age Usia klien Numeric 

2 Job Jenis pekerjaan klien Polynominal 
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3 Marital Status pernikahan Polynominal 

4 Education Pendidikan terakhir klien Polynominal 

5 Default Apakah klien telah memiliki kredit Polynominal 

6 Balance Saldo rata-rata tahunan (dalam euro) Numeric 

7 Housing Apakah memiliki kredit perumahan? Polynominal 

8 Loan Apakah memiliki pinjaman pribadi? Polynominal 

9 Contact Jenis komunikasi saat dihubungi Polynominal 

10 Day Terakhir dihubungi pada setiap bulan Numeric 

11 Month Bulan terakhir dihubungi pada 1 tahun Polynominal 

12 Duration Durasi terakhir saat dihubungi (dalam detik) Numeric 

13 Campaign Jumlah kontak yang dilakukan selama 

kampanye dan untuk klien 

Numeric 

14 Pdays Banyaknya hari setelah klien terakhir 

dihubungi. 

Numeric 

15 Previous Banyaknya kontak yang dilakukan sebelum 

promosi. 

Numeric 

16 Poutcome Hasil dari promosi sebelumnya Polynominal 

17 Output Apakah klien telah berlangganann deposito 

berjangkan 

Polynominal 

 

This study will employ some methodologies, each of which will be related to others. 

The graphic displays the suggested method's flow chart in figure 3.1. 

 

Figure  3.1 Proposed Method 

 

In Figure 3.1 about the proposed method, can be explained among others: 

1. stage 1 prepared using a Portuguese Bank Marketing dataset that had been 

downloaded from the UCI repository. The dataset consists of 4,521 records with a 

total of 16 regular attributes and 1 label that separates customers who have 

subscribed to time deposits from those who have not. 

2. Before modeling is done, it is necessary to select labels, check empty data, 

duplicate data, and change data from polynomial to numeric by using replace on 

object-type attributes such as job, marital status, education, default, housing, loan, 

contact, month, output, and y. Stage 2 involves preprocessing the data, but the 

data still contains anomalies. Normalize the data next. 

3. Stage 3 runs the initial test using the constrained KNN algorithm in the manner 

described below: 

a. Determine the value of K. 

b. Calculating the shortest distance between the testing data and the training 

data. 

c. Identifies the K sequence's shortest path by sorting the data.. 

d. Insert the proper class value inside. 
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e. Identify the class with the greatest number of classes from its nearest neighbor, 

and designate it as the evaluated class. 

The stages that follow in the second experiment using Information Gain: 

a. Determine the root entropy.  

b. Determine the formula for computing the root gain value. 

c. Select a characteristic based on the value with the greatest potential 

advantages. 

d. Using the same approaches as in the previous experiment, model the 

relevant characteristics based on the greatest gain value. 

4. Stage 4 analyzes the confusion matrices to compare the accuracy, recall, and 

precision performance assessment outcomes of the KNN model with the 

Information Gain in the KNN method. 

 

4. RESULTS AND DISCUSSION 
1) Data Collecting Data 

  In this study, the possibility that retail bank clients will join the program will be 

calculated utilizing information gained through KNN, which may be utilized for 

direct marketing categorization. The dataset utilized has 4,521 entries and is the 

Portuguese retail bank set of data from the UCI Repository. It has 16 regular 

characteristics and 1 label attribute. 

2) Pre Processing Data 

  Data is preprocessed when the dataset is acquired by doing numerous data 

checks, converting the object data type to float64, and normalizing the data. Python 

version 3.9 is used for preprocessing. After data preparation, 4,521 records with 

16 regular characteristics and 1 label attribute were the end result. 

 

 
Figure 4.1 The results of changing the data type to become numeric in the 

dataset 

The next step after changing the data type is to use the algorithm for normalizing 

the data for each attribute. 

Several characteristics with redundant data are subjected to the data normalization 

procedure. Additionally, the dataset is only loosely modeled using the KNN method, 

assessed, and the next stage is to add information gain to the KNN algorithm modeling. 

Figure 4.2 displays the normalizing findings. 
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Figure  4.2 Hasil Normalisasi Data 

3) Using the KNN Algorithm for Modeling 

 The first experiment employs modeling with the KNN method to exclude the range 

with even values and identify the best K value using 5-fold cross-validation with 

the range K = 1 to 31. To model the data and get the optimal K value, the following 

steps are taken using Python 3.9: 

a. It contains 3,616 data for training and 905 data to be evaluated in the 

normalized dataset, which has been separated into 80% of the training data 

and 20% of the data for testing. With a range of K = 1 to 31, the training data 

is generated using Euclidean for the shortest distance in the KNN method by 

removing even values to prevent the same results. Each input unit first 

performs (Xi, i = 1..n) on the training data and (Yi, i = 1..n) on the testing data. 

The total of the reductions from (Xi, i = 1..n) and (Yi, i = 1..n) is then squared, 

and lastly the square root. The shortest distance to the sequence K is then 

determined after sorting the distance. The largest number of classes from the 

closest neighbors are then sought for in the distance calculation results from 

the distance calculation that has been sorted, and it is decided that class is the 

class being evaluated. According to the findings of the search equation, the 

class that is being evaluated is the one with the greatest number of classes 

(determined by a majority vote) from the closest neighbor. 

b. The KNN algorithm's highest K value, with accuracy values of 89.72%, 98% 

recall, and 91% precision, had been obtained for the best K search 

computation. Figure 4.3 shows the curve of the optimal K value, and Figure 4.4 

displays the accuracy, recall, and precision results. 

 
Figure 4.3 Graph of Accuracy Value Successful using KNN Algorithm 
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c. Implement 5-fold cross-validation as evaluating 

 
Figure 4.4 Outcomes for the KNN Algorithm Experiment for Accuracy 

Value 

4) The Modeling Using KNN Algorithms with Information Gain 

Modeling by adding information gain to the KNN algorithm with a value of K = 9 

and using 5-fold cross-validation. In this modeling, the data is divided into 80% 

training data and 20% testing data. Steps for modeling the KNN algorithm and 

adding information gain, with the following details: 

a. The normalized dataset is divided into 80% training data and 20% testing data, 

so the training data is 3,616 data and the testing data is 905 data. 

b. To uncover significant characteristics, add information gain to the training data. 

use a dataset with 16 properties. The qualities received with each value in the 

computation of information gain. The traits that have a high information gain 

value are the ones that are picked to have an impact on direct marketing. As 

shown in table 4.1, information gain outcomes may be compiled and classified 

from large to small. The campaign, day, and default attributes are three 

qualities of little value, and as a result, they have no impact on direct marketing. 

The remaining 13 qualities, such as length, pdays, poutcome, month, prior, 

contact, age, job, housing, loan, marriage, balance, and education, have 

substantial information gain values over 0.001. 

 

Table 4.1 Results of Information Gathering and Order 
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makes use of 13 characteristics that affect information gain and the KNN 

method with K = 9 to model the data. The shortest distance is then determined 

using the training data using Euclidean. Each input unit first performs (Xi, i = 

1..n) on the training data and (Yi, i = 1..n) on the testing data. The total of the 

reductions from (Xi, i = 1..n) and (Yi, i = 1..n) is then squared, and lastly the 

square root. The distance that is closest to the order of K is then determined 

after sorting the distance. After sorting it, a search for K = 9 classes from the 

closest neighbors is conducted. The search equation's outcomes for the class 

are shown in Figure 4.5. 

 

 
Figure  4.5 The results to figure out how many K = 9 nearest 

The accuracy, recall, and precision were all 92% after adding the information 

gain feature to the KNN algorithm using 5-fold cross-validation. Figure 4.6 

shows the performance outcomes of this simulation. 

 

Figure  4.6 Information Gain Experiments on the KNN Algorithm Results 

5) Research Results 

The data were preprocess in the first experiment. The detail of the nominal to 

numeric data transition. The data is normalized when the conversion is complete 

as shown in Figure 4.3. The KNN method was employed in a restricted manner in 

an experiment that used 16 regular characteristics and 1 label attribute. The 

experiment employs the odd number k = 1 - 31 as the K value. The graph in Figure 

4.3 displays the results of the experiments that gave the highest accuracy value at 

K = 9. 

The greatest accuracy in this experiment was obtained at k = 9 with a precision 

(No) of 91% and a recall (No) of 98% using 5-fold-cross-validation. Figure 4.4 

displays the outcomes of these tests. 
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The researcher then modified the KNN algorithm experiment by include 

information gain in the second trial with the same K value. Calculating the root 

entropy value and the information gain weighting value are both necessary steps 

in determining the initial information gain weighting value. The information gain 

weighting findings were then sorted in ascending order, and 13 qualities were 

found to have a high information gain weight value and so have an impact on direct 

marketing. The following factors can have a significant impact: length, pdays, 

output, month, prior, contact, age, employment, housing, loan, marital status, 

balance, and education. While three attributes, such as day, campaign, and 

default, which have a negligible weight value, have no impact. Table 4.1 displays 

the findings for ascending and weighting. 

 

CONCLUSION 
In order to get the highest accuracy outcomes in banking direct marketing, this 

research contrasts the KNN algorithm with knowledge gain to optimize KNN. The 4,521 

entries in the dataset have 16 regular characteristics and 1 label. Some of the dataset's 

data are still of the nominal and categorical data types, therefore pre-processing of the 

data must be done before modeling is used. After preprocessing, the dataset is 

normalized, followed by a restricted application of the KNN method to model the data, 

and finally, an assessment. The best K value in this modeling was K = 9, with accuracy 

of 89.72%, recall of 98%, and precision of 91%. 

 Modeling by Information Gain: Given a dataset with 16 attributes, information 

gain features are chosen into 13 attributes that are relevant to direct marketing, such 

as duration, pdays, poutcome, month, previous, contact, age, job, housing, loan, marital 

status, and balance. The accuracy value of the feature selection was 90.49%, the recall 

rate was 97%, and the precision rate was 92%. The feature selection results were 

modeled using the KNN method with a value of K = 9. Table 5.1 can be used to compare 

performance results. According to the research, the accuracy percentage outcomes of 

the KNN algorithm may be increased in comparison to the KNN algorithm modeling. 

Tablel 0.1 Performance from Classification Model 

 

Following the completion of this research, it is possible to carry out a number of 
recommendations for additional research in its development, including the proposed 
strategy that can be applied to banking direct marketing in order to provide convenience 
in product marketing, and additional research by comparing using several classification 
algorithms with other feature selection. 
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